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ABSTRACT

The Enskog–Vlasov equation provides a consistent description of the microscopic molecular interactions for real fluids based on the kinetic
and mean-field theories. The fluid flows in nano-channels are investigated by the Bhatnagar–Gross–Krook (BGK) type Enskog–Vlasov
model, which simplifies the complicated Enskog–Vlasov collision operator and enables large-scale engineering design simulations. The den-
sity distributions of real fluids are found to exhibit inhomogeneities across the nano-channel, particularly at large densities, as a direct conse-
quence of the inhomogeneous force distributions caused by the real fluid effects including the fluid molecules’ volume exclusion and the
long-range molecular attraction. In contrast to the Navier–Stokes equation with the slip boundary condition, which fails to describe nano-
scale flows due to the coexistence of confinement, non-equilibrium, and real fluid effects, the Enskog–Vlasov–BGK model is found to capture
these effects accurately as confirmed by the corresponding molecular dynamics simulations for low and moderate fluid densities.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0148857

I. INTRODUCTION

Although significant progress has been achieved in fluid mechan-
ics, it remains a research challenge to model real fluid flows at the
nanoscale due to a plethora of underlying factors,1,2 which involve the
fluid molecules’ volume exclusion and the long-range attraction
between molecules. At the macroscopic level, fluid flows can be
described by the conventional continuum models, such as the
Navier–Stokes (NS) equations based on the mass, momentum, and
energy conservations.3 In such models, the microscopic dynamics of
fluid molecules (such as the attractive and repulsive forces) are
reflected by the transport coefficients, i.e., viscosity and thermal con-
ductivity. The NS equations become invalid for non-equilibrium or
strongly inhomogeneous (i.e., gas properties vary appreciably over a

molecule size) fluid flows,4 which are frequently encountered at the
nanoscale where the surface confinement effect plays a non-negligible
role.5–7 While the density oscillation across the channel can be cap-
tured by the generalized hydrodynamic model,8 the non-equilibrium
effect is better to be studied by gas kinetic theory.9

The Boltzmann equation has been widely adopted to capture the
non-equilibrium effect of dilute gas flows based on the assumption
that the gas molecule size (r) is negligibly smaller than the gas mean
free path (k), i.e., gas molecules are point-like with no finite spatial
expansion,10–12 as shown in Fig. 1(a). This assumption is appropriate
for gas flows at relatively low pressures, such as aeronautics and astro-
nautics,13,14 micro-electromechanical systems,15–17 and vacuum tech-
nology.18,19 The degree of the non-equilibrium can be quantified by
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the Knudsen number (Kn), which is defined as the ratio of the gas
mean free path to the characteristic flow length(H), i.e.,

Kn ¼ k
H
: (1)

Based on the value of Kn, dilute gas flows can be divided into four flow
regimes, i.e., continuum flow (Kn< 0.001), slip flow (0:001 < Kn< 0.1),
transition flow (0:1 < Kn< 10), and free molecular flow (Kn> 10).20 In
recent decades, the majority of studies have been focusing on the non-
equilibrium flow of dilute gases. However, with advancements in high-
pressure shock tubes21 and injection systems,22 shale gas devel-
opment,23–26 and geological storage of carbon dioxide,27–30 the real fluid
effect due to non-negligible molecular attraction has become important.
This has sparked great interest in the study of dense gas dynamics.31–33

While molecular dynamics (MD) simulations can be used to investigate
the dynamics of both dilute and dense gases, their application to practical
problems is limited by their prohibitive computational cost.33 As kinetic
methods are more computationally efficient, we will focus on the kinetic
description of dense gas dynamics. As the gas pressure dramatically
increases, the size of a gas molecule becomes comparable with both the
gas mean free path and the characteristic length of flow field, as shown
in Fig. 1(b), consequently the real fluid and confinement effects come
into play.12,34 The finite size of fluid molecules (i.e., the fluid volume
exclusion effect) is taken into account in the Enskog theory for dense
fluids,35,36 which is more accurate than the Boltzmann equation to
describe non-equilibrium flows of dense fluids.10,31

The finite size of fluid molecules plays its role in several folds. First,
the collision frequency between fluid molecules is changed. On the one
hand, the volume of fluid molecules reduces the available space for free
streaming; hence, the collision frequency is increased. On the other
hand, the shielding of one molecule by another reduces the collision fre-
quency.36 The total change in the collision frequency is a combined
effect of both factors, which can be quantified by the radial distribution
function (v).37 Second, when the fluid volume exclusion is not negligi-
ble, the momentum and energy of fluids are transferred not only during
molecular motions but also through non-localized collisions between
molecules.38,39 This modifies the transport coefficients of dense fluids.40

The dense fluid effect caused by the change in collision frequency and
non-localized collisions can be characterized by the reduced density (g)
defined as the fraction of volume occupied by fluid molecules, i.e.,

g ¼ npr3

6
; (2)

where n is the fluid number density and r is the molecular diameter.
Bird41 pointed out that the dense fluid effect becomes non-negligible

when d=r < 7 with d ¼ n�1=3 being the average distance between
molecules, which approximately corresponds to the reduced density
g > 0:0015. Third, the center of fluid molecules can never reach the
physical boundary if the fluid molecule size is considered, as shown in
Fig. 1(b). As a consequence, the effective flow domain is reduced by
one molecular diameter;10 this becomes particularly important in
determining flow properties at the nanoscale since the reduction of the
effective flow domain quantified by 1=C becomes comparable to the
total flow path size, with C being the confinement factor, i.e.,

C ¼ H
r
: (3)

The confinement effect arises when the confinement factor becomes
small. It is noted that the confinement effect should also include the
surface potential accounting for fluid adsorption near the solid
surface,34,42–44 which is not considered in this study, since our main
research focus is on the real fluid effect from fluid–fluid molecular
interactions.

The original Enskog theory for dense fluids was first extended
from the Boltzmann equation,45 where the finite size of fluid molecules
is included through the modification of collision frequency and the
non-localized binary collisions. In this respect, the original Enskog the-
ory is only applicable to hard-sphere fluids without considering the
long-range attraction among fluid molecules. However, the impor-
tance of molecular attraction has been demonstrated in the van der
Waals theory,46,47 which can be modeled as a local point force by the
mean-field theory. By adding a Vlasov approximation term47 to
the Enskog equation, the Enskog–Vlasov (EV) equation48,49 can be
obtained, wherein both the fluid volume exclusion and the long-range
attraction among molecules50 are considered. It is noted here that the
real fluid effect arises from both the fluid volume exclusion and
the long-range attraction, while the dense fluid effect arises only from
the volume exclusion.

The EV equation provides a unified description of both liquid
and vapor phases and has been effectively solved using direct simula-
tion Monte Carlo (DSMC).48,51 However, large-scale engineering
applications of the EV equation are restricted by its formidable com-
putational cost in evaluating the collision operator, which is in a com-
plex integral form.52,53 As a particle-based method, DSMC is subjected
to significant statistical noise when the flow velocity is much smaller
than the molecular thermal velocity.54 Furthermore, the computa-
tional cost of DSMC increases proportionally with the number of sim-
ulated molecules, making it more expensive for dense fluids.55

Therefore, simplified EV model equations are proposed using the

FIG. 1. Schematic of confined flow systems based on (a) the dilute gas assumption and (b) dense fluid assumption.
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relaxation time approach.31,42,56,57 In this paper, the surface-confined
flows of real fluids will be analyzed by the Enskog–Vlasov–BGK (EV-
BGK) model,42,56,57 whose accuracy will be validated by MD simula-
tions. The rest of the paper is organized as follows: Sec. II briefly
describes the EV-BGK model and its related properties; the MD setup
details are also given in this section. In Sec. III, the non-equilibrium
flow of real fluids is investigated by the EV-BGK model at different
densities, confinement, temperature, and fluid molecular attraction
conditions. Section IV summarizes the main findings of the present
study.

II. PROBLEM SETUP AND SIMULATION TECHNIQUES

The isothermal force-driven Poiseuille flows are investigated
as the test cases. As shown in Fig. 1, both dilute and dense fluids
are confined between two parallelled plates with a separation of H,
and the channel averaged density is maintained at navg for all the
cases as

navg ¼ 1
H

ðH
0
nðyÞ dy: (4)

Meanwhile, the system temperature is chosen to be T ¼ 273K,
and the external force in the flow direction is chosen according to the
flow configurations to ensure that all the flows are in the linear flow
regime.

A. The Enskog--Vlasov--BGKmodel

The EV equation can be derived from the BBGKY hierarchy to
describe a hard-sphere fluid under an attractive force field,47 which
can be written as

@f
@t

þ n � rr f þ arnf ¼ Xhs þ Xmf ; (5)

where f ðr; n; tÞ is the velocity distribution function with r being the
position, n being the molecular velocity, and t being the time; a is
the acceleration rate, which is related to the external force through
a ¼ G=m with m being the mass of a fluid molecule; and Xhs is the
hard-sphere collision operator, which can be expressed as

Xhs ¼ r2
ð ð �

v r þ 1
2
rk

� �
f ðr; n0Þf1ðr þ rk; n01Þ

� v r � 1
2
rk

� �
f ðr; nÞf1ðr � rk; n1Þ�g � kdkdn1; (6)

where k is a unit vector that assigns the relative position of two mole-
cules at the time of their impact; g ¼ n� n1 is the relative velocity of
two colliding molecules, with n and n1 being the molecular velocities
before collisions; n0 and n01 are the post-collision molecular velocities;
and Xmf is the mean-field force term to describe the fluid attraction
among molecules, which can be expressed as

Xmf ¼ 1
m
r

ð
jr0 j>r

nðr þ r0Þ/attðjr0jÞ dr0
" #

� rn f ; (7)

where /att is the attractive potential between two molecules, i.e.,

/att ¼
0; jr0j < r;

�4�
r
r0

� �6

; jr0j � r:

8><
>: (8)

Equations (5)–(7) formulate the final form of the EV equation.
However, the hard-sphere collision operator Xhs is complicated and its
evaluation is time-consuming, which restricts its engineering applications.
Relaxation-time models have been proposed to simplify the collision
operator.31,42,56,57 Following these procedures, the Bhatnagar–
Gross–Krook (BGK) model58 is employed to represent the hard-core
collision process, while the fluid volume exclusion is considered by an
excess collision term. Therefore, the EV-BGKmodel can be written as42,59

@f
@t

þ n � rr f þ arn f ¼ X0 þ Xex þ Xmf ; (9)

where X0 and Xex are the BGK collision operator and the excess colli-
sion operator, respectively, which can be expressed as

X0 ¼ � 1
s
ð f � f eqÞ;

Xex ¼ �V0f eqðn� uÞ � ð2Avþ BnÞ:
(10)

It is noted that X0 and Xex account for the hard-core collision and the
fluid volume exclusion effect on collisions, respectively, from a physi-
cal perspective. The Maxwellian local equilibrium distribution func-
tion f eq is defined as

f eq ¼ n
m

2pkBT

� �3
2

exp �mðn� uÞ2
2kBT

" #
: (11)

The radial distribution function v can be obtained from the Carnahan
and Starling equation of state60 as

v ¼ 1� 0:5g

ð1� gÞ3 ; (12)

where the reduced density g is evaluated at the local average density
�n ¼ Ð

jr0 j<r=2xðr0Þnðr þ r0Þ dr0,61 so Eq. (2) transforms into

g ¼ 0:25�nV0 ¼ �npr3

6
; (13)

where V0 ¼ 2pr3=3 is the second-order virial coefficient in the virial
expansion of the equation of state. In Eq. (10), A and B, as proposed
by Guo et al.42 for inhomogeneous fluids, can be expressed as

AðrÞ ¼ 120
pr5

ð
jr0 j<r=2

r0�nðr þ r0Þ dr0;

BðrÞ ¼ 120
pr5

ð
jr0 j<r=2

r0vð�nÞ dr0:
(14)

When fluid density varies slowly across the channel, the local average
density is approximately equal to the fluid density, so that �n � n, and
A and B reduce to

A � rn; B � rv: (15)

On the continuum level, the EV equation (5) and the EV-BGK
model (9) correspond to the van der Waals-type equation of
state,8,49,59 which can be written as

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 35, 052004 (2023); doi: 10.1063/5.0148857 35, 052004-3

VC Author(s) 2023

D
ow

nloaded from
 http://pubs.aip.org/aip/pof/article-pdf/doi/10.1063/5.0148857/17309368/052004_1_5.0148857.pdf

https://scitation.org/journal/phf


p ¼ nkBTð1þ nV0vÞ þ patt ; (16)

where patt is the attractive contribution to the equilibrium pressure.
Therefore, the EV-type equations describe real fluid dynamics with
both the repulsive and attractive forces among fluid molecules. In
comparison, it is the hard-sphere fluids that the original Enskog theory
describes where the molecular attraction is ignored. In this paper, the
real fluid flows will be investigated by the EV-BGK model, and the
importance of long-range attraction will be elucidated by comparing
the dynamics of real and hard-sphere fluids.

B. Solution of the kinetic model

The EV-BGK model (9) is solved by the discrete unified gas
kinetic scheme62–64 together with the fully diffuse boundary condi-
tion65 expressed as

f ðrw; niÞ ¼ f eqðnw; uw; niÞ; ni � n > 0; (17)

where nw is the fluid density at the wall determined by the condition
that no particles go through the boundary, uw is the velocity of a mov-
ing wall, and n is the inward unit vector normal to the wall. For the
Poiseuille flow, uw ¼ 0 since both plates are stationary.

The relaxation time s relates to the fluid viscosity31 through

s ¼ l
p
; (18)

where p¼ nkBT is the homogeneous fluid pressure66 and l is the fluid
viscosity determined by the Enskog theory36 for dense fluids as

l ¼ l0Y ; (19)

with

l0 ¼ 1:016
5

16r2

ffiffiffiffiffiffiffiffiffiffiffiffi
mkBT
p

r
(20)

being the fluid viscosity at atmospheric pressure, and

Y ¼ �nV0
1

�nV0vð�nÞ þ 0:8þ 0:7614�nV0vð�nÞ
� �

(21)

being a correction function for fluid viscosity at high densities.
The macroscopic density and velocity can be determined by tak-

ing moments of the velocity distribution function as

n ¼
ð
f dn;

nu ¼
ð
nf dn:

(22)

C. MD setup for surface-confined flows

MD simulations are conducted to provide benchmark data to
assess the performance of the EV-BGK model (9). All simulations are
run using the large-scale atomic/molecular massively parallel simula-
tor (LAMMPS). To be consistent with the setup in the kinetic model,
the number of fluid molecules N in MD is controlled by the average
density navg via

N ¼ navg Lx Lz H; (23)

where Lx and Lz are the lengths of the physical domain in MD simula-
tions in the x and z directions, respectively, as shown in Fig. 2.

The interactions among fluid molecules are described by the
Lennard–Jones (LJ) potential

/LJ ¼ 4�
r
r0

� �12

� r
r0

� �6
" #

; r0 < rc; (24)

where � and r are the energy and length parameters and rc is the cutoff
distance, which is chosen to be rc ¼ 1:2 nm in this study.

In the MD simulations, an external force Gx is imposed on all the
fluid particles along the channel, which drives the fluid to flow in the x
direction. Periodic boundary conditions are employed in the x and z
directions, while the fully diffuse boundary condition is applied to the

FIG. 2. Schematic of the physical model in MD simulations. (a) q¼ 30 kg/m3 and (b)q¼ 350 kg/m3.
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channel walls. The system temperature is maintained at T¼ 273K
through the Nos�e–Hoover thermostat. The time step is set to be 1 fs.

III. RESULTS AND DISCUSSION

In this section, density and velocity distributions of surface-
confined flows predicted by the EV-BGK model are compared to the
MD simulation data. The density inhomogeneity arising from the real
fluid effect is revealed, which is a direct result of the inhomogeneous
total force distribution among fluid molecules across the channel. The
effects of fluid molecular attraction and system temperature on nano-
scale flows are also analyzed.

A. Density and velocity distributions of nanoscale
flows

Fluid density and velocity distributions under different density
and confinement conditions are investigated in this part, with

corresponding parameters summarized in Table I. The external force
Gx is chosen to ensure that flows are in the linear regime. The
Knudsen number can be calculated as

Kn ¼ 1ffiffiffi
2

p
npr2vH

¼ 1

6
ffiffiffi
2

p
gvC

; (25)

which relates to the dense fluid effect (g) and the confinement effect
(C) at the same time.

The density and velocity distributions across a 2-nm nano-
channel at qavg ¼ 21:2, 117.3, and 695.0 kg/m3 are shown in Figs.
3–5, respectively. The fluid density qavg relates to the fluid number
density navg through qavg ¼ mnavg . The fluid volume exclusion
plays an important role in fluid flows under tight confinements
and leads to a void region near each wall marked by the shadow in
Fig. 3. There is tiny density inhomogeneity when fluid density is as
small as 21.2 kg/m3, see Fig. 3(a). This density inhomogeneity
becomes discernible when fluid density increases to 117.3 kg/m3 as
shown in Fig. 4(a) and is more significant at qavg ¼ 695:0 kg/m3 as
shown in Fig. 5(a). More obvious density inhomogeneities indicate
a stronger real fluid effect at higher fluid densities. Meanwhile, it is
worth noting that fluid–solid interactions are not considered in
this paper, so the density inhomogeneity is a direct consequence of
the real fluid effect, so the density peak near the wall is not caused
by fluid adsorption, see Fig. 5(a) for example.

The velocity distributions predicted by the NS equation with the
second-order slip boundary condition are also given as a reference of
the conventional continuum theory in each case. The slip boundary
condition is written as

us � uw ¼ 6C1k
@u
@n

� �
s
� C2k

2 @2u
@n2

� �
s
; (26)

where us and ð@u=@nÞs represent the velocity and velocity gradient at
the boundary; C1 and C2 are the first- and second-order slip

TABLE I. The chosen parameters for the tested cases.

Cases q, kg/3 H, nm T, K
Gx, kcal/
(mol �Å) Kn g H=r

1 21.2 2 273 0.001 3.001 0.0066 5.88
2 117.3 2 273 0.0005 0.5006 0.0365 5.88
3 695.0 2 273 0.0005 0.0501 0.2163 5.88
4 8.53 5 273 0.001 3.0020 0.0027 14.69
5 49.5 5 273 0.0005 0.5010 0.0154 14.69
6 216.0 5 273 0.0003 0.1002 0.0672 14.69
7 376.0 5 273 0.0003 0.0501 0.1170 14.69
8 450.0 5 273 0.0003 0.0392 0.1400 14.69
9 695.0 5 273 0.0003 0.0200 0.2163 14.69
10 216.0 50 273 0.000 03 0.0100 0.0672 146.9

FIG. 3. Density (a) and velocity (b) distributions of fluid flows in a 2-nm nanochannel with the averaged density qavg ¼ 21:2 kg/m3. The corresponding Knudsen number is
Kn¼ 3.001.
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coefficients, respectively, which are chosen to be C1 ¼ 1:0 and
C2¼ 0.5 as derived from the linearized Boltzmann equation.36

Although the molecule size is not considered in the conventional
continuum theory, we technically use the effective channel size Heff

¼ H � r as an input in the NS equations for comparisons. Since the
interactions among fluid molecules are reflected by the transport coef-
ficients (e.g., viscosity and thermal conductivity) at the continuum
level, the NS equations become invalid for nano-scale flows where
fluid density inhomogeneities arise and the non-equilibrium effect
becomes significant. Overall, the velocity distributions agree well with
each other at different densities between the EV-BGK model and MD

simulations, see Figs. 3(b), 4(b), and 5(b), indicating the capability of
the EV-BGK model in capturing the real fluid and non-equilibrium
effects.

As shown in Fig. 5, the simulated density and velocity profiles
predicted by the EV-BGK model partly deviate from the MD data at
q¼ 695 kg/m3. This is because the EV-BGK model is based on the
binary collision assumption, which may not be true for flows at high
densities where multiple collisions may become non-negligible.

As the channel size increases to 5 nm, the overall performance of
the EV-BGK model is similar to fluid flows in 2-nm channels, see Figs.
6–11. At small densities (i.e., larger Kn), the NS equation overestimates

FIG. 4. Density (a) and velocity (b) distributions of fluid flows in a 2-nm nanochannel with the averaged density qavg ¼ 117:3 kg/m3. The corresponding Knudsen number is
Kn¼ 0.5006.

FIG. 5. Density (a) and velocity (b) distributions of fluid flows in a 2-nm nanochannel with the averaged density qavg ¼ 695:0 kg/m3. The corresponding Knudsen number is
Kn¼ 0.0501.
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the velocity profiles, see Fig. 6(b). When the density increases (i.e., Kn
decreases), the non-equilibrium effect becomes weaker, so the NS pre-
dictions approach to the EV-BGK model andMD simulations. Within
the density range considered in this paper (8.53–695.0 kg/m3), the EV-
BGK model gives satisfactory results compared to the MD
simulations.

To better clarify the confinement effect, we extend the channel
size to 50 nm, with the density and velocity profiles shown in Fig. 12.
In this case, the void region near the wall is barely discernible, indicat-
ing that the fluid volume exclusion has a negligible effect on the

effective channel size. Although there is a slight non-equilibrium
effect (Kn¼ 0.01), the NS predictions of velocities are very close to
the EV-BGK and MD results. We can infer that as the channel size
further increases, the MD (microscopic), EV-BGK model (meso-
scopic), and NS equation (macroscopic) will produce the same
results as the non-equilibrium, real fluid, and confinement effects
become negligible.

The EV-BGK model is computationally more efficient as solved
by the discrete unified gas kinetic scheme than MD simulations.
For example, to simulate a gas flow in a 5-nm nano-channel with the

FIG. 6. Density (a) and velocity (b) distributions of fluid flows in a 5-nm nanochannel with the averaged density qavg ¼ 8:53 kg/m3. The corresponding Knudsen number is
Kn¼ 3.002.

FIG. 7. Density (a) and velocity (b) distributions of fluid flows in a 5-nm nanochannel with the averaged density qavg ¼ 49:5 kg/m3. The corresponding Knudsen number is
Kn¼ 0.5010.
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pore average density of 216 kg/m3, the external force of 0.0003 kcal/
(mol Å), and the system temperature of 273K, significantly shorter
computational time of 37 s is required for the EV-BGK model using 1
Central Processing Unit (CPU) core while approximately 20min is
needed for MD simulation using 128 message passing interface (MPI)
cores. Additionally, MD simulations suffer from considerable statisti-
cal noise for low-speed flows, necessitating additional running steps
and resulting in heavier computational burdens. Low-speed flows are
widespread in natural and engineering applications, such as shale gas
production67 and nanoscale evaporating flows,51 whereas our kinetic

model offers exceptional computational efficiency in these scenarios. It
is also worth noting that pressure boundary conditions for the inlet
and outlet can be conveniently set up in the kinetic framework using
extrapolation or non-equilibrium extrapolation schemes. However,
generating a pressure difference between the inlet and outlet in MD
simulations requires additional computational domains,68 leading to a
significant increase in computational cost. Proper pressure boundary
conditions are particularly important for inhomogeneous flows, as
pressure-driven and force-driven flows can exhibit differences in the
flowfield features.68

FIG. 8. Density (a) and velocity (b) distributions of fluid flows in a 5-nm nanochannel with the averaged density qavg ¼ 216:0 kg/m3. The corresponding Knudsen number is
Kn¼ 0.1002.

FIG. 9. Density (a) and velocity (b) distributions of fluid flows in a 5-nm nanochannel with the averaged density qavg ¼ 376:0 kg/m3. The corresponding Knudsen number is
Kn¼ 0.0501.
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B. Force distribution across the channel

The real fluid effect manifests itself as the repulsive and attractive
forces between fluid molecules on the microscopic level. According to
the mean-field and Enskog theories, the attractive and repulsive forces
can be approximated by Eqs. (7) and (10), respectively. The distribu-
tions of both attractive and repulsive as well as their total forces of case
9, see Table I, are shown in Fig. 13. Due to the inhomogeneous inter-
molecular interactions between fluid molecules, the values of these
forces change more violently near the wall than in the bulk region,
implying the complexities of fluids in the boundary layer. This also

directly leads to a more inhomogeneous density distribution adjacent
to the wall compared to the bulk region. The total force, which is the
microscopic origin of the real fluid effect, is also compared with the
MD data in Fig. 13(b), demonstrating accuracy of the Enskog and
mean-field theories in modeling real fluids.

The total force distribution across the channel directly leads to
density inhomogeneities, particularly at high densities. According to
the relationship between the force (G) and the potential (/), i.e.,

G ¼ � @/
@r

; (27)

FIG. 10. Density (a) and velocity (b) distributions of fluid flows in a 5-nm nanochannel with the averaged density qavg ¼ 450:0 kg/m3. The corresponding Knudsen number is
Kn¼ 0.0392.

FIG. 11. Density (a) and velocity (b) distributions of fluid flows in a 5-nm nanochannel with the averaged density qavg ¼ 695:0 kg/m3. The corresponding Knudsen number is
Kn¼ 0.02.
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the intersections between the total force profile and the zero force line
correspond to the potential wells, which result in density peaks and
valleys, as shown in Fig. 14. This further illustrates that the strong real
fluid effect may lead to the density inhomogeneity, which is different
from the fluid adsorption caused by fluid–solid interactions.69–71

C. Effect of fluid molecular attraction

Real fluid molecules attract each other in the long-range, which is
modeled by the attractive potential in Eq. (8) and coupled into the

kinetic model through the mean-field force term Xmf in Eq. (7). The
attraction strength is characterized by the energy parameter �. In this
part, the energy parameter � is changed to 0:8�Ar and 1:1�Ar to repre-
sent weak and strong attraction cases, respectively, where �Ar is the
energy parameter of Argon used in this study. If the mean-field force
term Xmf is ignored, the EV-BGK model reduces to the Engkog–BGK
model, which describes the dynamics of hard-sphere fluids, i.e., no
attractive forces among fluid molecules. The fluid attraction works as
an internal pressure to pull fluid molecules inward into the flow
domain, so the fluid density adjacent to the wall becomes smaller as

FIG. 12. Density (a) and velocity (b) distributions of fluid flows in a 50-nm nanochannel with the averaged density qavg ¼ 216:0 kg/m3. The insert is an enlargement of the
density distribution near the wall. The corresponding Knudsen number is Kn¼ 0.01.

FIG. 13. The distribution of attractive, repulsive, and total forces among fluid molecules. (a) EV-BGK model results and (b) a comparison of the total forces calculated from the
EV-BGK model and MD.
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fluid attraction becomes stronger. As shown in Fig. 15, the hard-
sphere fluid density near the wall is the largest as no attraction exists.
This straightforward observation can be justified by the equation of
state (16), wherein, if the attractive force field (8) is chosen, the attrac-
tive contribution to the equilibrium pressure can be written as

patt ¼ � 16p
3

r3�n2: (28)

Clearly, the fluid molecular attraction works as an internal negative
pressure in fluid equilibrium phase properties. Corresponding to den-
sities at different molecular attractions, the slip velocity increases as

fluid molecular attraction becomes stronger. This is because a stronger
fluid attraction leads to a smaller fluid density near the wall and thus
less efficient momentum exchange between the fluids and the wall.

D. Effect of system temperature

The temperature affects density and velocity profiles similar to
fluid molecular attractions. At high temperatures, fluid molecules pos-
sess more kinetic energy to overcome the attraction from surrounding
molecules, hence exhibiting like a weaker attraction among fluid mole-
cules. Consequently, the boundary layer density increases, and the slip
velocity decreases with the temperature, as shown in Fig. 16. Again,
the EV-BGK model produces satisfactory results compared to the MD
data.

E. Slip velocity of real fluids

The EV-BGK model reduces to the Boltzmann-BGK model
when the fluid volume exclusion term Xex and the fluid attraction
term Xmf are omitted, which describes the dynamics of ideal fluids.
The slip velocities of ideal, hard-sphere, and real fluids are shown
in Fig. 17, which increase with the Kn in all the cases, i.e., a stron-
ger non-equilibrium effect at a larger Kn. The slip velocities of
hard-sphere and real fluids tend to be the same as the Kn increases,
indicating that fluid attraction plays a negligible role at large Kn.
With the increase in the channel size, real fluid dynamics
approaches to ideal ones as the confinement and real fluid effects
become less important.

To evaluate the role of confinement and real fluid effects, the vari-
ation of non-dimensional slip velocity with Kn is measured as shown
in Fig. 17(b), where the slip velocity is normalized by ur ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBT=m

p
.

The non-dimensional slip velocity of the ideal gas coincides with flows
at different channel sizes (2 and 5nm), indicating that ideal gas flows
are characterized solely by Kn. The non-dimensional slip velocity is dif-
ferent for hard-sphere and real fluids at different confinements, indicat-
ing that both confinement and real fluid effects play their roles. This is

FIG. 14. The correlation between the total force and density distributions.

FIG. 15. Density (a) and velocity (b) distributions of fluid flows at different fluid attraction strengths.
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similar to the disappearance of the Knudsen minimum for dense gases
under confinements observed in previous studies.10,12 Therefore, fluid
flows under confinements are controlled by both confinement and real
fluid effects.

IV. CONCLUSIONS

In this paper, the force-driven Poiseuille flows of real fluids at the
nanoscale are investigated by the EV-BGK model at different non-
equilibrium and confinement conditions. The simulated results are
validated by the MD simulation data. The effects of fluid attraction
and system temperature on fluid flows are also analyzed. From this
study, the following conclusions can be drawn:

(1) The EV-BGK model produces satisfactory density and velocity
profiles for real fluid flows within the density range from 8.5 to
695.0 kg/m3, which shows its capability in capturing the real
fluid effect at large densities and the non-equilibrium effect at
large Kn.

(2) Due to the force imbalance caused by the real fluid effect, fluid
density exhibits inhomogeneities in nano-scale flows, which are
more significantly close to the surface as a consequence of more
inhomogeneous intermolecular interactions between fluid
molecules.

(3) The fluid attraction pulls fluid molecules inward into the flow
domain and makes the density distribution less inhomogeneous
compared to the hard-sphere cases. Therefore, the fluid density

FIG. 16. Density (a) and velocity (b) distributions of fluid flows at different temperatures.

FIG. 17. Variation of slip velocity (a) and non-dimensional slip velocity (b) with Kn.
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in boundary layers will be overestimated, and the slip velocity
will be underestimated for real fluids if the long-range attrac-
tion is ignored.

Due to its high accuracy and computational efficiency, there is
significant interest in extending the EV-BGK model to more complex
gas systems, including polyatomic and reacting gases, as well as com-
plex geometries. In addition, this model has the potential to investigate
fundamental problems, such as liquid–vapor phase transition51 and
two-phase flows in porous media.72 However, it should be noted that,
like other BGK-type models, the EV-BGK model produces a fixed
Prandtl number of unity, which restricts its application to isothermal
flows. Therefore, more sophisticated models should be developed to
handle non-isothermal cases where heat fluxes are significant.
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