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Abstract The low diffusion (LD) particle method, proposed by Burt and Boyd, is modified for the

near-continuum two-phase flow simulations. The LD method has the advantages of easily coupling

with the direct simulation Monte Carlo (DSMC) method for multi-scale flow simulations and dra-

matically reducing the numerical diffusion error and statistical scatter of the equilibrium particle

methods. Liquid- or solid-phase particles are introduced in the LD method. Their velocity and tem-

perature updating are respectively, calculated from the motion equation and the temperature equa-

tion according to the local gas properties. Coupling effects from condensed phase to gas phase are

modeled as momentum and energy sources, which are respectively, equal to the negative values of

the total momentum and energy increase in liquid or solid phase. The modified method is compared

with theoretical results for unsteady flows, and good agreements are obtained to indicate the reli-

ability of the one-way gas-to-particle coupling models. Hybrid LD–DSMC algorithm is imple-

mented and performed for nozzle discharging gas–liquid flow to show the prospect of the LD–

DSMC scheme for multi-scale two-phase flow simulations.
ª 2013 CSAA & BUAA. Production and hosting by Elsevier Ltd. All rights reserved.

1. Introduction

In a number of aerospace engineering applications, gas flows

involving a wide range of flow regimes are required to be sim-
ulated with accurate and efficient computational aerothermo-
dynamics models. They can be characterized by the overall
Knudsen number (Kn) and assorted with three different re-

gimes.1 The overall Knudsen number is calculated as

Kn ¼ k
L

ð1Þ

where k is the mean free path and L a characteristic length
scale. The flow is treated to be continuum if the Knudsen

number is smaller than 0.01. In this regime, intermolecular col-
lisions dominate over other processes and equilibrate the inner
structure of the gas. When the Knudsen number is much high-

er than 10, the flow regime is free-molecular and particle colli-
sions with the surface play a critical role. Between the
continuum regime and the free-molecular regime, there is the

transitional regime, in which both the intermolecular collisions
and the molecular–surface interactions are important.

Physical and computational aerothermodynamics models

have been proposed for different flow regimes. In continuum
regions, the gas velocity distributions are within small depar-
ture from equilibrium and the Navier–Stokes (N–S) or Euler
equations are appropriate. Traditional computational fluid

dynamics (CFD) schemes, which involve direct numerical
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solutions for the governing equations, have been applied for
the simulations of these flows. As the Knudsen number in-
creases, the gas velocity distributions deviate a lot from equi-

librium. The continuum assumption breaks down and
models tied to kinetic theory are required to describe the gas
flows. The Boltzmann equation, which is derived following

the assumptions of molecular chaos and binary intermolecular
collisions, is the governing equation for gas flows at arbitrary
Knudsen numbers. However, the Boltzmann equation is a

nonlinear integro-differential equation amenable to analytical
solutions only for a small number of special problems, and
numerical algorithms are required to solve this equation. The
most widely used approach to solve the Boltzmann equation

is the direct simulation Monte Carlo (DSMC) method, which
has been developed since the early 1960s and has been success-
fully applied to a wide range of rarefied gas dynamics prob-

lems. The DSMC method abandons the form of the
Boltzmann equation and computes gas flows through simulat-
ing the random evolution of a representative particle system.2

Within a simulation time step, a collection of representative
particles are tracked through a computation grid, which move
and collide following the phenomenological models. The gas

velocity distributions are represented by the velocities of those
particles and the macroscopic properties of the flow are ob-
tained by sampling the properties of the representative parti-
cles. Although the DSMC method is a mature approach for

dilute gas simulations, the physical nature of the DSMC meth-
od, which requires high resolution of the mean free path and
the collision rate by appropriate cell size and simulation time

step, leads to higher computational expense at low Knudsen
numbers when compared to traditional CFD schemes for the
N–S equations, which often prohibits its application in near-

continuum regimes.3

Efficient multi-scale computational models are needed to
simulate multi-scale flows. Both traditional CFD and DSMC

methods are usually applied. The CFD techniques are utilized
in continuum regimes and the DSMC method is used where
the continuum breaks down. Many researchers have focused
on this type of computational model and proposed several sim-

ulation strategies. The simplest hybrid approach decouples the
CFD and DSMC methods, which firstly performs the CFD
simulation on a domain including a wide range of flow regimes

and then defines inflow boundary for the independent DSMC
simulation from the CFD results.4,5 This uncoupled scheme is
only used to simulate the steady state with the DSMC down-

stream of the CFD regions and the interface between the
two regions is uniformly supersonic.5 For more complex flow
simulations, a coupled CFD–DSMC method is necessary.
However, the large statistical scatter associated with the Monte

Carlo method brings difficulties to information transfer across
the interface, and scatter reductions also bring complexity and
challenges to the numerical frameworks.

One of the efficient ways to overcome the difficulties of the
hybrid CFD–DSMC scheme is to extend the DSMC method
to near-continuum flow regimes. Among ‘‘all-particle’’ hybrid

schemes, there are two main types of approaches. One is to
modify the DSMC method to reduce its high computational
expense in near-continuum regions, by either restricting the

collisions of particles6 or replacing them with resampling par-
ticle velocities from Maxwell distribution (equilibrium distri-
bution).7 The other is intermediated between the particle
method and a conventional finite-volume solver for continuum

flows, which represents the macroscopic flux by representative
particles sampled from a certain shape of velocity distribu-
tion.8 All these schemes are on the basis of local thermal

equilibrium assumption (hence named equilibrium particle
simulation method, EPSM) and provide results equivalent to
a numerical solution of the compressible Euler equations.

The utilization of same particles allows two-way strong infor-
mation transfer in the hybrid scheme.9 However, one of the
main problems of these equilibrium particle methods is the

large numerical diffusion errors. The probable reason is that
the random molecular motions, which should be suppressed
on the macroscopic level in near-continuum flows, are repro-
duced on the scales of computational cell sizes.10

An alternative approach to the equilibrium particle method
for simulating near-continuum flows in the hybrid scheme has
been proposed recently and named the low diffusion (LD) par-

ticle method.9–15 In this DSMC similar method, a collection of
representative particles are tracked through the grid in such a
way that every particle maintains a constant relative position

within a Lagrangian cell. The Lagrangian cell is a virtual cell
that is coincident with the fixed computation grid at the begin-
ning of each time step. During the time interval, the Lagrangian

cells move and deform according to local flow properties.
Particles follow the macroscopic motions of Lagrangian cells
and random motions are suppressed. As a result, numerical dif-
fusion error and statistical scatter associated with the existing

continuum particle methods are greatly reduced. The LDmeth-
od is firstly presented for the simulation of compressible inviscid
gas flows and one-dimensional and two-dimensional test cases

show it gives an equivalent solution to the Euler equations.9

Then the LD method couples with the DSMC method to simu-
late multi-scale flows. The hybrid scheme is easily integrated in

one numerical framework and easily implements two-way
strong information transfer.10 Many other modifications have
been introduced to improve the LD method, including addi-

tions of viscosity effect,11 rotational and vibrational nonequilib-
rium energymodels,12 determination of transport coefficients of
gas mixtures,13 and diffusive transport of nonequilibrium inter-
nal energy modes.14 Subcell procedures, numerical weight and

time step adaptations have also been applied to reduce cell size
sensitivity and computational expense in the hybrid scheme.
The LD–DSMC hybrid method has shown a promising pros-

pect for simulations of high altitude rocket exhaust flows, flows
around hypersonic reentry vehicles, and many other gas flows
involving a wide range of characteristic length scales.15

In particular, two-phase flows consisting of liquid or solid
particles in a carrier gas are commonly found in rocket exhaust
plumes. These flows involve a wide range of flow regimes. Due
to the combustion processes in the propulsion systems, the

condensed phase particles are formed with very different sizes
and properties. Unburnt drops of liquid propellants are one of
the important classes of particles. Because of their small mass

fractions, they might not affect the gas flow. However, they
may cause significant contamination problems. There are sev-
eral recorded accidents which were caused by plume contami-

nant. Additionally, in all types of aluminized propellants,
aluminum oxide particles compose a large mass fraction of
the exhaust and may significantly impact the gas flow proper-

ties. Soot must also be considered for liquid propellant thrust-
ers, which are very important to the plume radiation
characteristics.16 Hence, numerical analysis should be carefully
conducted for these flow simulations.
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In this paper, an extension to the LD method is proposed to
model the near-continuum two-phase flows. The momentum
and energy exchanges between gas phase and dilute

condensed-phase (liquid droplets or solid particles) are evalu-
ated in each cell during each time step, which are used to mod-
ify the velocity and temperature values of both gas-phase and

liquid- or solid-phase representative particles. The following
sections are arranged as: in Section 2, the numerical methods,
which include the basic LD method, extended LD algorithm,

and the hybrid scheme, are described in details; in Section 3,
a series of unsteady test cases are used to verify the modified
LD method by comparisons with theoretical solutions; in Sec-
tion 4, hybrid simulations are performed for a gas–liquid

plume flow; finally, the paper concludes in Section 5.

2. Simulation methods

2.1. The basic LD method

The basic procedures of the LD method are described in details
in the work of Burt and Boyd.9 In the LD method, a large
number of particles are tracked through the grid cells and rep-

resent the macroscopic motion of small fluid elements. As in
the DSMC method, each particle carries the information of
position, velocity used to update the position, and species iden-

tification. Each LD simulation particle is also assigned a tem-
perature and a second velocity (as the bulk temperature and
bulk velocity), which are used to represent the energy and

momentum allocations of the fluid elements. The bulk temper-
ature and velocity are updated during each simulated time
interval according to the local flow properties. The representa-
tive particles move along with the Lagrangian cells. The

Lagrangian cells are virtual cells and exactly represent the
small fluid elements. The cell-average values are obtained by
sampling the representative particles, and stored in the cell

data structure.
The LD simulation procedures are modified from a DSMC

calculation, and the following basic LD algorithm is per-

formed during each time interval in place of DSMC collision
calculations.9

(1) The cell-average values are calculated in each cell based

on the particle’s properties:

ucell ¼ hub;iim ð2Þ

Tcell ¼ hTb;ii þ hmii
ð3þ hfiiÞk

� Np

Np � 1

�ðhub;i � ub;iim � hub;iim � hub;iimÞ
ð3Þ

b ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi

hmii
2kTcell

s

ð4Þ

q ¼
P

miW

Vcell

ð5Þ

where the values ucell, Tcell, b, and q are the cell properties of

mass-averaged bulk velocity, temperature, thermal speed scale,
and mass density, respectively; the values ub,i, Tb,i, mi, and fi
are assigned to each particle, and are respectively, the particle

bulk velocity, temperature, molecular mass, and the number of

internal degree of freedom (the subscript ‘‘i’’ is the index for

particle identification); k is the Boltzmann constant; Np the to-
tal number of particles within a cell; W the number weight, i.e.,
the number of molecules represented by each simulated parti-

cle; and Vcell the cell volume. The operators <> and <>m

denote respectively, an unweighted average and a mass-aver-
age of all particles in a cell.

(2) The outward normal velocity uf is evaluated for each
Lagrangian face. At the start of each time step, the
Lagrangian cell is coincident with the fixed grid cell,

and the face is modeled as a massless and non-porous
wall from which any colliding gas molecule will be spec-
ularly reflected. According to the kinetic theory, the

Lagrangian face velocity is obtained from the following
equations:

q1

b2
1

s1 expð�s21Þ þ
ffiffiffi

p
p
ð1þ erfðs1ÞÞð

1

2
þ s21Þ

� �

� q2

b2
2

s2 expð�s22Þ þ
ffiffiffi

p
p
ð1þ erfðs2ÞÞð

1

2
þ s22Þ

� �

¼ 0 ð6Þ

s1 ¼ b1ðucell;1 � n� ufÞ ð7Þ

s2 ¼ �b2ðucell;2 � n� ufÞ ð8Þ

where s1 and s2 are speed ratios, Cell 1 and Cell 2 two cells sep-
arated by a face, and n is the outward normal unit vector re-

spect to Cell 1. The face velocity uf, which is solved using a
certain iterative algorithm, guarantees the local thermal equi-
librium and conservations of momentum and energy within a

Lagrangian cell. And erf(�) is the error function.

(3) The bulk velocity and temperature of each particle are

updated. The bulk velocity and temperature of particles
are the same as those of the cell, which are updated by
considering the momentum and energy transfer across
the Lagrangian faces during a time step.

ub;i ¼ ukcell ¼ uk�1cell þ
1

qVcell

X

Nf

f¼1
DMf ð9Þ

Tb;i ¼ Tk
cell ¼ Tk�1

cell

þ 2hmii
ð3þ fiÞk

1

qVcell

X

Nf

f¼1
DEf �

1

2
ukcell � ukcell � uk�1cell � uk�1cell

� �

" #

ð10Þ

DMf ¼ �2AfDtufnf ð11Þ

DEf ¼ �2AfDtufuf ð12Þ

uf ¼
1

2
ffiffiffi

p
p � q

b2
sf expð�s2f Þ þ

ffiffiffi

p
p

1þ erfðsfÞ
� �

ð1
2
þ s2f Þ

� �

ð13Þ
where DMf and DEf represent the total momentum and energy
transfer into the corresponding cell across the Lagrangian face
f during a time interval Dt. While Af, uf, Nf and nf are the face

area, momentum flux, number of the Lagrangian faces and
outward normal unit vector of the face. The superscript k is
the index of time step.
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To take viscosity into account, the diffusive momentum
and energy transport should be added. The diffusive transport
contributions are determined through an explicit finite-volume

solution to the viscous portion of the compressible N–S equa-
tions.11 In a two-dimensional planar simulation:

DMj ¼ Dt
X

Nf

f¼1
Af

4

3
l

ou0

ox0
nj þ l

ov0

ox0
tj

� �

f

ð14Þ

DE ¼ Dt
X

Nf

f¼1
Af K

oT

ox0
þ 4

3
l

ou0

ox0
nj � uj þ l

ov0

ox0
tj � uj

� �

ð15Þ

where l, K, uj and T are the dynamic viscosity, thermal con-
ductivity, bulk velocity, and temperature calculated at the face,

respectively. Values nj and tj designate face outward normal
and face tangent unit vectors, while u0 and v0 are the bulk
velocity components normal and tangent to the face. The oper-

ator @=@x0 gives a derivative in the face outward normal direc-
tion. For a viscous flow simulation Eqs. (14) and (15) should
be added to the right sides of Eqs. (11) and (12) to update
the bulk properties.

(4) New position of Lagrangian cells after a time interval is
evaluated according to the cell face velocity.

(5) Velocities used in the DSMC movement procedures to
update the particle’s position are calculated in a way
that all particles maintain a constant relative position

in a Lagrangian cell over the time step.

More details about the algorithm can be found in the

Refs. 9–15. The LDmethod is proposed on the deep comprehen-
sion about the physical phenomena. It can be figured out
that the particles in the LD method represent the allocations
of mass, momentum, and energy within fluid bulk. The

macroscopic motions of the fluid bulk are described through
the motion and deformation of the Lagrangian cells. The mass,
momentum, and energy evolve according to both the kinetic

theory and fluid equations, and transfer among grid cells by
the motion of particles.

2.2. Modifications for near-continuum two-phase flows

In the proposed extension of the LD method to near-contin-
uum two-phase flows, representative particles denoting the
condensed phase (real solid particles in gas–solid flows, and li-

quid droplets in gas–liquid flows) are introduced and stored in
a structure independent of the gas particles. The condensed-
phase particle is modeled as an inflexible sphere and has self

inner structure. Therefore, the particle can be treated as mass
point and has its own diameter dj, phase density qp,j, velocity
up,j, temperature Tp,j, specific heat at constant pressure Cpp,j,

and position Xp,j. During each time step, liquid- or solid-phase
particle moves at its own velocity, while the velocity and tem-
perature are updated according to the gas aerodynamic drag

and heat transfer between two phases, respectively.
To evaluate the relaxation processes of the two phases, sev-

eral assumptions are introduced:

(1) The condense-phase particles are modeled as inflexible
spheres with uniform temperature, which are not rotary.

(2) The inner relaxation time of gas phase is much shorter
than that between two phases. Therefore, the local equi-
librium holds in gas phase.

(3) The size of the condense-phase particle is small com-

pared to characteristic gradient length scales in the
gas. The flow around a particle is assumed as a uniform
free stream.

(4) The blocking effect and the interactions among the con-
densed-phase particles are negligible. This assumption is
enforced when the condensed phase is dilute enough,

which is common in aerospace engineering applications.
(5) There are no mass transfers between two phases, if no

phase transition is considered.

2.2.1. Aerodynamic drag and particle motion

The aerodynamic drag acting on a single particle is given as17

Fd ¼
1

8
pCdd

2
j qcelljucell � up;jjðucell � up;jÞ ð16Þ

where qcell and ucell are the mass density and bulk velocity of
the cell in which the condensed-phase particles are located,

and Cd is the coefficient of drag.
The coefficient of drag used in the expression of the drag

force may be defined as a constant or as a function of the

fluid’s Reynolds number Re. The coefficient of drag and Rey-
nolds number are calculated as following17:

CdðReÞ ¼

24

Re
Re < 1

24

Re
1þ 1

6
Re2=3

� �

Re < 600

0:424 Re P 600

8

>

>

>

<

>

>

>

:

ð17Þ

Re ¼ qcelldp;jjucell � up;jj
l

ð18Þ

where l is the dynamic viscosity of the local gas flow. If the
particles are not sufficiently large in comparison to the local
gas mean free path, the Carlson–Hogland formula should be
used to consider the rarefaction effects17:

To consider the drag and gravity of a single particle, the
motion equation of the particle is given as

dup;j
dt
¼ gþ Fd

mp;j

ð20Þ

where g is the gravitational acceleration, and mp,j the mass of a
single particle.

CdðReÞ ¼

24

Re
1þ 0:15Re0:687
� �

1þ exp � 0:427

Ma4:63
� 3:0

Re0:88

� �� �

1þMa

Re
3:82þ 1:28 exp �0:125 Re

Ma

� �� �	 


Re 6 1000

0:424 1þ exp � 0:427

Ma4:63
� 3:0

Re0:88

� �� �

1þMa

Re
3:82þ 1:28 exp �0:125 Re

Ma

� �� �	 


Re > 1000

8

>

>

>

<

>

>

>

:

ð19Þ
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2.2.2. Heat transfer and temperature relaxation

Heat transfer occurs when temperature difference exists be-

tween two phases. The quantity of heat is in proportion to
both the temperature difference Tcell � Tp;j and the surface area
of heat transfer, which is calculated as17

Qp;j ¼ ðNuÞpdp;jKðTcell � Tp;jÞ ð21Þ

where Nu is the Nusselt number, which is used to describe the
contribution of gas motion to the heat transfer. The Nusselt
number is given as

Nu ¼ 2þ 0:6Pr1=3Re1=2 ð22Þ

where Pr is the Prandtl number, and is defined as

Pr ¼ lCpcell

�

K ð23Þ

Prandtl number describes the physical property of the gas
phase. The value Cpcell is the local special heat of the gas at

constant pressure. When the Knudsen number based on the ra-
tio of the mean free path to the condensed particle size is larger
than 0.1, the flow is considered dilute for particles. The rare-

faction effect will weaken the heat transfer and a correction
should be added to the calculation of the Nusselt number. In
a common situation, the Nusselt number is corrected as18

Nu ¼ Nu0
1

1þ 2:72 Kn0
ffiffiffiffi

cg
p

Pr
Nu0

ð24Þ

where Kn0 is the Knudsen number calculated by using the con-
densed particle size as the characteristic length, cg the specific

heat ratio of gas flow, and Nu0 the Nusselt number calculated
from Eq. (22).

The temperature change may be expressed as17

mp;jCpp;j

dTp;j

dt
¼ Qp;j þmp;jqp ð25Þ

where qp is external heat ratio, and Cpp,j is the condensed-
phase special heat at constant pressure. In most of cases, Cpp,j

is treated as a constant. For liquid phase, it may be expressed
as a function of temperature.19

2.2.3. Particle-to-gas effect model

The back influence transferred into the gas phase, due to accel-
eration and heat of condensed phases, is modeled as momen-
tum and energy sources, which are respectively, equal to the
negative values of the total momentum and energy increase

in condensed phase. It satisfies a conservation of the system
momentum and energy. The momentum and energy that the
gas fluid bulk obtains during a time interval can be easily cal-

culated as

DM ¼ �
X

Np;p

j

mp;jDup;j ð26Þ

DE ¼ �
X

Np;p

j

Qp;j þ
1

2
mp;jDjup;jj2

� �

ð27Þ

where Np,p is the total number of condensed-phase particles

within fluid bulk.

2.2.4. Numerical procedures

In the numerical procedures, an additional loop for all the

condensed-phase particles is performed to update the velocity
and temperature during a time interval based on the local
properties of gas flow. The motion of these particles should

also be added into the particle movement routine. During a
time interval Dt, the velocity up, j, temperature Tk

p�j, and posi-
tion Xk

p;j of the particle are evaluated as

ukp;j ¼ uk�1p;j þ Dt gþ Fd

mp;j

� �

ð28Þ

Tk
p�j ¼ Tk�1

p;j þ
Dt

mp;jCpp;j

ðQp;j þmp;j~qpÞ ð29Þ

Xk
p;j ¼ Xk�1

p;j þ Dt � ukp;j ð30Þ

where ~qp is exterior heat source.
For the LD simulation of gas, all simulations are performed

as listed above, but cell-based bulk velocity and temperature

values should be updated to consider momentum and energy
transfer from condensed phase. In other words, to update
the bulk velocity and temperature in Step (3) in Section 2.1,

the values of Eqs. (26) and (27) should be added to Eqs. (9)
and (10), respectively.

2.3. Hybrid LD–DSMC algorithm

The LD method has been integrated in a DSMC code for the
simulation of flows involving both continuum and nonequilib-

rium regions.10 In the hybrid algorithm, the LD simulation is
performed in continuum regimes, while DSMC calculation is
used in nonequilibrium regions. A continuum breakdown
parameter is periodically evaluated and is compared with a

threshold value to determine whether each grid cell should
be assigned to either DSMC or LD domains.11 Two layers
of buffer cells are employed along the boundary between

DSMC and LD domains. During each computation time step
and before the motion routine, new representative particles of
either DSMC or LD types are created in the two layers based

on the local flow properties. In the motion routine, these cre-
ated particles carry local flow information and move across
the interface of continuum and nonequilibrium regions. This
scheme easily couples two-way strong information. After the

movement, some of the information-transfer particles are
discarded.

The implementation of the LD method for two-phase flows

in a hybrid LD–DSMC code is the same as the proposed hy-
brid scheme. The basic DSMC code for two-phase flow simu-
lations is developed by authors’ group.20 It is a parallel 2D-

axial/3D simulation code, including Gallis’ one-way gas–parti-
cle interaction model,21 Burt’s two-way coupled model,22 and
Gimelshein’s gas–particle collision model.16 A potential short-

coming may happen, when the condensed-particle-based
Knudsen number is sufficiently high and Eqs. (19) and (24)
are used to include the rarefaction effects in interphase mo-
ment and energy exchange. In this situation, as the particles

cross the LD/DSMC boundaries, sudden changes in particle
force or heat transfer rate may appear. One proper solution
is to use the Green’s function approach of Gallis, et al.21 in

LD domain to evaluate the condensed-phase relaxation, which
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is of consistency with the approach currently used within the
DSMC domain.

In hybrid algorithm, a continuum breakdown parameter is

periodically calculated to determine the interface of continuum
and nonequilibrium regions. Several continuum breakdown
parameters have been proposed.23–25 In the two-phase hybrid

LD–DSMC simulation, the continuum breakdown parameter
is given as26

Knmax ¼ maxðKnD;KnT;KnVÞ ð31Þ

and the Knudsen number is expressed as

KnQ ¼
k
Q
jrQj ð32Þ

where Q is any flow property, and the flow density, tempera-

ture, and magnitude of velocity are considered here to account
for the transport phenomena of viscosity and heat transfer.
The threshold value of 0.05 is set, which can best predict the
regions where continuum breaks down.25

3. Verification of two-phase flow modification

In this section, two simple cases are performed to indepen-
dently test the motion and temperature relaxations for the con-
densed phases in LD simulations.

3.1. Particle motion with drag and gravity

A test is performed in order to check the implementation of
the particle’s basic equations of motion with both aerody-

namic drag and gravitational forces.27 It is assumed that a
particle experiences forces due to presence of the fluid, but
the fluid is not affected by the particle. The one-way interac-

tion is used, and the behavior of the particles could be exam-
ined more closely without the intricacies involved in mutual
fluid–particle interaction. A single particle is introduced in

a two-dimensional domain and moves perpendicular to the
direction, as illustrated in Fig. 1. The computation domain
is set to be 0.02 m · 0.02 m, and the cells are divided on a
scale of 0.005 m. The boundary condition is pressure outlet

condition. The liquid phase is chosen as C14H30 and the
gas phase is air. The initial conditions of the two phases
are listed in Table 1. As the same as the reference work,26

a constant coefficient of drag (Cd = 1.2) is used and the grav-
ity is given a value of g= 0.098 m/s2. Hence, the initial drag-
to-gravitational force ratio is about 0.0148. Comparisons of

liquid particle position, x-direction velocity, and y-direction

velocity between simulation results and theoretical solutions
are shown in Figs. 2–4. The results indicate that the equa-

tions of particle motion due to drag and gravity work very
well.

3.2. Particle heating

This case is used to test the temperature relaxation of the con-
densed phase. A single liquid particle with relative higher

velocity and temperature decelerates and cools down in still
air. The one-way coupling is enforced, and the particle only

Fig. 1 Illustration of test for drag and gravity.

Table 1 Initial conditions of test for drag and gravity.

Phase Species Density

ðkg �m�3Þ
Temperature

(K)

Speed

ðm � s�1Þ
Diameter

(m)

Gas Air 1.16 300 0 –

Liquid C14H30 720 300 0.01 1.0 · 10�4

Fig. 2 Liquid particle position of test for drag and gravity.

Fig. 3 Liquid particle x-direction velocity of test for drag and

gravity.
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suffers an aerodynamic drag with a constant coefficient of drag
set to be Cd = 1.2. The computation domain is used the same

as the former test. The initial conditions of the two phases are
listed in Table 2. Fig. 5 shows the temperature solutions from
LD simulation and the theoretical solution. It is noted that the

obtained LD solution is in good agreement with the theoretical
solution.

4. Hybrid simulation for two-phase flows

Two-phase flows are commonly found in aerospace engineer-
ing applications. An application of interest for the present

work is a thruster for satellite attitude control, which works
in impulsive mode discharging gas–liquid flow and may result
in contamination on the surface of sensitive components. The

plume flow field should be calculated carefully to analyze the
plume effects. The plume flow is complicated and contains
both continuum and nonequilibrium regimes. The 2D-axial
hybrid LD–DSMC code is performed for such a gas–liquid

plume flow discharged from a nozzle into vacuum
environment.

The thruster uses monomethylhydrazine (MMH, CH6N2)

and nitrogen tetroxide (NTO, N2O4) as propellants. In order
to obtain the inlet conditions of the gas flow and liquid drop-
lets, an antecedent calculation is conducted at first. A quasi-1D

model is used to simulate the gas parameters and droplet dis-
tribution in the thrust chamber,28 while the gas flow and the
droplets motions in the nozzle are simulated by coupling the

solutions of the N–S equations and the droplets motion equa-
tions. The simulation results indicate that the gas flow contains
nine main species. The inflow radius is about 0.04 m. Non-uni-
form inflow boundary conditions are used at the nozzle exit

based on the gas flow simulation inside the nozzle, and the
mean values of the inflow gas parameters are listed in Table 3.
The mass fractions of the gas species are shown in Table 4. The

liquid phase mainly contains liquid droplets of MMH and
NTO. At the exit of the nozzle the total mass fraction of the
liquid droplet is about 2.66%. Because of the relatively low

mass fractions of unburnt liquid droplets, only gas-to-particle
one-way coupling is conducted in the present study. Other inlet
conditions of the liquid phase are listed in Table 5.

In the calculation, a two-dimensional computation domain
is set with a scale of 0.4 m · 0.3 m, and the nozzle exit center is
coincident with the origin of coordinate, while, the x-axis is the
axis of symmetry. To estimate the cell size and time step inter-

val, a pure DSMC calculation is run firstly for the gas flow

Table 2 Initial conditions of test for temperature relaxation.

Phase Species

(m)

Density

ðkg �m�3Þ
Temperature

(K)

Speed

ðm � s�1Þ
Diameter

(m)

Gas Air 1.16 300 0.0 –

Liquid C14H30 720 400 0.01 1:0� 10�4

Fig. 4 Liquid particle y-direction velocity of test for drag and

gravity.

Fig. 5 Liquid particle temperature of test for temperature

relaxation.

Table 3 Mean values of inlet gas parameters.

Pressure (Pa) Temperature (K) Density ðkg �m�3Þ Mach number

1100 1000 2:79� 10�3 3.35

Table 4 Mass fractions of gas species.

Index Species Mass fraction

1 N2 0.2724

2 CO2 0.0618

3 H2O 0.1426

4 CO 0.0759

5 H2 0.0214

6 NO2 0.0797

7 NO 0.1788

8 O2 0.0953

9 CH4 0.0721
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without liquid droplets. Results show that the mean free path
of the gas flow varies from 10�5 m to 0.2 m, and the mean col-

lision time is within 10�8 s to 10�4 s. Although the DSMC sim-
ulation requires a cell size and time step compared to the mean
free path and mean collision time, respectively, the regions

with high gas densities are expected to be simulated by the
LD method in the hybrid calculation, and relatively large cell
size and time step can be used. By taking into consideration

of both the flow properties and the computation efficiency, a
uniform cell size of 0.002 m and a time step of 10�7 s are used
in this case. Fig. 6 illustrates the computation domain and

grid. Thirty thousand time steps of computation are run. After
about 20000 steps, it is observed that the total number of par-
ticles in the domain has changed very little and the flow is re-
garded to reach a steady state. The last 10000 time steps are

sampled to obtain the results. Before sampling procedure,
the continuum breakdown parameter is calculated every 100
steps to assigned computation type for each cell. As the cell

volumes change a lot in an axial simulation, a gas particle
weight is also assigned to ensure smooth particle distributions
in each cell. Gas particles which cross cells with different

weights should be determined to clone or remove.2 Finally,
at the steady state, about 0.6 million gas particles and 5000 li-
quid particles are present in the flow field. This simulation cost
40 h CPU time on eight processors.

Based on the primary DSMC results, even in the near-con-
tinuum regions, the condensed particle Knudsen number is
higher than 0.1 due to the small sizes of the liquid droplets.

Hence, Eqs. (19) and (24) are used to estimate the drag coeffi-
cient and Nusselt number, respectively, in the condensed par-
ticle motion and temperature relaxation treatments.

The streamlines of the hybrid solution is shown in Fig. 7,
along with boundaries of the LD and DSMC regions at the
end of the sampling period. The LD region is in the core region

of the plume field and the DSMC domain locates around the
LD one, which indicates that the flow in the core of the plume

field belongs to continuum flow with high density. The light so-
lid lines in the figure denote the cells within the boundary buf-

fer between LD and DSMC regions. In contamination
analysis, the amount of the contaminants might be the most
interesting parameter. The mass fractions and volume frac-

tions of the two liquid-phase species are illustrated in Figs. 8–
11. The mass fraction / and volume fraction a are defined as16

/k ¼
dmk

dm
; ak ¼

dVk

dV
ð33Þ

where mk and Vk are the mass and volume of the liquid phase,
while m and V denote the mass and volume of mixtures,
respectively.

The distributions of the volume fractions illustrate that the
liquid droplets are firstly concentrated in the vicinity of the
nozzle exit, then, they mainly scatter in the core region of
the plume due to the effect of motion. In the region near the

nozzle exit, the large gradients of the macro-parameters result
in a limited LD domain; therefore, the liquid particles appear
both in the DSMC and LD domains. As the plume expands,

the gas density reduces significantly, and the mass fractions
of the liquid-phase increase correspondingly. However, Eqs.
(9), (16), (20) and (26) show that the momentum increase in

gas phase is proportional to the quantity
P

d2p;j=Vcell, if only
the drag force is included. Hence, due to the low volume frac-
tions, the one-way particle-to-gas evaluation is still reasonable.

From the distributions of the mass fractions, it is observed that
the maximum value for a given X value tends to be slightly
off-axis. The main reason is that at the nozzle exit, peak values
of the liquid mass flow appear off the X-axis. Because of the

very low amount of the liquid droplets, the statistical scatter
effects are easily observed in the figures. However, these scat-
ters are not the same as the ones related to the random motion

of the microscopic particles. This statistical scatter might
reflect the non-uniform distributions of the macroscopic drop-
lets in space. It might be mentioned that the accuracy of this

case is highly dependent on the accuracy of the inlet condition

Table 5 Average parameters of inlet liquid particles.

Species Velocity magnitude ðm � s�1Þ Temperature (K) Mass flow ðkg � s�1Þ Diameter (m)

MMH 900 227 4:0� 10�5 3:0� 10�5

NTO 800 190 3:6� 10�5 2:83� 10�5

Fig. 6 Computational domain and grid of hybrid simulation.

Fig. 7 Streamlines of gas flow and boundaries between LD and

DSMC regions.
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of the liquid droplets. In the future, we will conduct experi-
mental tests to investigate the flow structure and droplet distri-

butions when the experimental devices and other conditions
are available.

This simple case demonstrates that the hybrid LD–DSMC

algorithm is promising for two-phase flow simulations. In
future works, tests on the accuracy and efficiency of this hybrid
simulation should be considered.

5. Conclusions

(1) A brief introduction to the LD method and the hybrid

LD–DSMC algorithm is stated. The LD method is pro-
posed by Burt and Boyd, and used for simulations of
near-continuum gas flows. The LD method is attractive
because it can reduce the numerical diffusion error and

statistic scatter of the published equilibrium particle
method, and can be easily coupled with the DSMC
method in a hybrid algorithm.

(2) Based on the original one, the LD method has been
extended for near-continuum two-phase flows in this
paper. The motion and temperature relaxations of the

condensed phase are directly obtained from the drag
effect and heat transfer, and the changes of condensed-
phase velocity and temperature are calculated, respec-

tively, through motion equations and temperature
change equations. The effects of the condensed phase
on the gas phase are modeled as momentum and energy
source, which should be considered during velocity and

temperature updating of the LD gas particles.
(3) Results from a series of unsteady two-phase flow simu-

lations using the modified LD method are compared

with their corresponding theoretical solutions. Overall
excellent agreement is achieved, which indicates the
validity of the one-way implementation of particle

motion and temperature relaxations. However, further
tests on mutual particle–gas interactions should be con-
sidered in the future.

(4) The modified LD method is embedded into a DSMC

code for two-phase flow simulations. A gas–liquid flow
discharged from a nozzle into vacuum environment
can be simulated, which indicates the prospects of the

hybrid LD–DSMC algorithm. Due to the relatively
low mass and volume fractions of the liquid phase, only
gas-to-particle one-way coupling is presented. More test

works for the hybrid algorithm will be carried out in the
future, including numerical verifications and experimen-
tal tests.

(5) Although the particle-to-gas coupling procedures are
proposed in this paper, no reliable works have been
conducted to validate the scheme. The main reason is
that, in a flow with dilute condensed-phase, the

Fig. 8 Contour of liquid MMH mass fraction.

Fig. 9 Contour of liquid MMH volume fraction.

Fig. 10 Contour of liquid NTO mass fraction.

Fig. 11 Contour of liquid NTO volume fraction.
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particle-to-gas effect is too weak to be captured among

the statistical noise of the particle-based method. How-
ever, it should be mentioned that a lack of these proce-
dures may contribute significantly to errors, when the

mass fraction of the condensed phase becomes large
enough. Again, further works will focus on the evalua-
tion of the particle-to-gas effect.
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